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#### Abstract

In this article, we establish new characterizations of convex functions, prove some connected convex type integral inequality; consider the pair of convex functions as the dual semi-norms in functional space. The properties of the integral operators are considered in the scales of the convex semi-norm under the standard conditions on singular kernels.
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## I. INTRODUCTION

Convexity is an important mathematical concept of general calculus and functional analysis, especially in applications to the problems of optimization and the consideration of functional spaces. In recent years, new questions pertained to the theory of convexity arise, such in [8] authors established new types of inequalities for the differentiable convex functions in the very specific case of $s$-convexity; in [4], the pattern of the intersection of convex sets in Euclidean space has been studied; [17] deals with the generalization of the Godunov-Levin nonnegative functions.

The goal of this article is to establish new properties of the convex functions and apply them to study the integral operators with the singular kernel $K(x, y)$ that satisfies the standard regularity condition. We show that for these operators the following estimation

$$
\left\langle\mathscr{M}_{\mathscr{O}}(|T(f)|)\right\rangle_{\mu} \leq A\left\langle\mathscr{W ^ { ( } ( | f | ) \rangle _ { \mu }}\right.
$$

holds for arbitrary continuous functions $f \in C_{0}^{\infty}$ with bounded support.

Let $X$ be a metric linear space over $\square$ and $\Omega \subset X$.

Definition 1. A function $f: \Omega \rightarrow \square$ is called convex on $\Omega$ if

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)
$$

for all $x, y \in \Omega$ and all $\lambda \in[0,1]$.
If we consider an interval $[a, b]$, this definition of the convexity of the function can be rewritten in the form of the following condition

$$
f(x) \leq \frac{b-x}{b-a} f(a)+\frac{x-a}{b-a} f(b)
$$

or

$$
(b-x) f(a)+(a-b) f(x)+(x-a) f(b) \geq 0
$$

for all $x \in[a, b]$.
From an integral perspective, the convex on $[a, b]$ function can be characterized by the inequality

$$
\frac{1}{y-x} \int_{x}^{y} f(z) d z \leq \frac{1}{2}(f(x)+f(y))
$$

which holds for all $x, y \in[a, b]$ such that $x<y$.

## II. SOME PROPERTIES OR THE CONVEX FUNCTIONS

We are going to show that the bounded convex function is always continuous.

Theorem 1. Let $\Omega$ be a compact and a function $f: \Omega \rightarrow \square$ be bounded and convex on $\Omega$ then $f$ is continuous on $\Omega$.

Proof. Let $x_{0} \in \Omega$, for arbitrary positive $\delta$, we denote $M_{\delta}(x)$ and $m_{\delta}(x)$ the supremum and infimum of the function $f$ on the interval $\left(x_{0}-\delta, x_{0}+\delta\right)$
$M_{\delta}(x)=\sup \left\{f(x): x \in\left(x_{0}-\delta, x_{0}+\delta\right) \cap \Omega\right\}$
$m_{\delta}(x)=\inf \left\{f(x): x \in\left(x_{0}-\delta, x_{0}+\delta\right) \cap \Omega\right\}$.
The functions $M(x)$ and $m(x)$ are defined by the formulae

$$
\begin{aligned}
M(x) & =\lim _{\delta \rightarrow 0} M_{\delta}(x) \\
m(x) & =\lim _{\delta \rightarrow 0} m_{\delta}(x) .
\end{aligned}
$$

The

$$
\text { sequence } \quad\left\{M_{\frac{1}{n}}\left(x_{0}\right), n \in \square\right\}
$$

converges to $M\left(x_{0}\right)$ then for every $M_{\frac{1}{n}}\left(x_{0}\right)$ there is $x_{n} \in\left(x_{0}-\frac{1}{n}, x_{0}+\frac{1}{n}\right)$ such that

$$
M_{\frac{1}{n}}\left(x_{0}\right)-\frac{1}{n}<f\left(x_{n}\right) \leq M_{\frac{1}{n}}\left(x_{0}\right) .
$$

So, for any $\varepsilon>0$, there is a number $N$ such that for all numbers $n>N$ the both inequalities

$$
\left|x_{n}-x_{0}\right| \leq \varepsilon
$$

and

$$
\left|f\left(x_{n}\right)-M\left(x_{0}\right)\right| \leq \varepsilon
$$

hold.

$$
\begin{gathered}
\begin{array}{c}
\text { Let us take the sequence } \\
y_{n}=\frac{1}{1-\lambda} x_{n}-\frac{\lambda}{1-\lambda} x_{0} \text { so } y_{n} \xrightarrow[n \rightarrow \infty]{ } x_{0} \text { and } \\
f\left(x_{n}\right)=f\left(\lambda x_{0}+(1-\lambda) y_{n}\right) \leq \\
\leq \lambda f\left(x_{0}\right)+(1-\lambda) f\left(y_{n}\right),
\end{array}
\end{gathered}
$$

let us remark that this formula can be rewritten without the parameter $\lambda$ in the form
$\left(x_{0}-y_{n}\right) f\left(x_{n}\right)+\left(y_{n}-x_{n}\right) f\left(x_{0}\right)+\left(x_{n}-x_{0}\right) f\left(y_{n}\right) \geq \mathbf{0}$
Let us take arbitrary $\varepsilon>0$ there is small $\delta>0$ such that

$$
M_{\delta}\left(x_{0}\right)<M\left(x_{0}\right)+\varepsilon
$$

thus, there is a number $N$ such that for numbers $n>N$, we have $y_{n} \in\left(x_{0}-\delta, x_{0}+\delta\right)$ so

$$
f\left(x_{n}\right)<\lambda f\left(x_{0}\right)+(1-\lambda) M\left(x_{0}\right)+(1-\lambda) \varepsilon
$$

and take a limit as $n \rightarrow \infty$ we obtain
$M\left(x_{0}\right)<\lambda f\left(x_{0}\right)+(1-\lambda) M\left(x_{0}\right)+(1-\lambda) \varepsilon$.
Now, let us take a limit as $\varepsilon \rightarrow 0$ we have

$$
M\left(x_{0}\right) \leq f\left(x_{0}\right)
$$

so

$$
M\left(x_{0}\right)=f\left(x_{0}\right) .
$$

Analogically, let us consider the sequence $\left\{m_{\frac{1}{n}}\left(x_{0}\right), n \in \square\right\}$ that converges to $m\left(x_{0}\right)$. For every $m_{\frac{1}{n}}\left(x_{0}\right)$, we find $x_{n} \in\left(x_{0}-\frac{1}{n}, x_{0}+\frac{1}{n}\right)$ such that

$$
m_{\frac{1}{n}}\left(x_{0}\right) \leq f\left(x_{n}\right)<m_{\frac{1}{n}}\left(x_{0}\right)+\frac{1}{n} .
$$

Let us take the sequence $y_{n}=\frac{1}{1-\lambda} x_{0}-\frac{\lambda}{1-\lambda} x_{n}$, which $y_{n} \xrightarrow[n \rightarrow \infty]{ } x_{0}$ so we have

$$
\begin{aligned}
& f\left(x_{0}\right)=f\left(\lambda x_{n}+(1-\lambda) y_{n}\right) \leq \\
& \leq \lambda f\left(x_{n}\right)+(1-\lambda) f\left(y_{n}\right) .
\end{aligned}
$$

For arbitrary, $\varepsilon>0$ there is small $\delta>0$ such that

$$
m\left(x_{0}\right)+\varepsilon<m_{\delta}\left(x_{0}\right)
$$

we take large $N$ such that for numbers $n>N$ we have an estimation

$$
f\left(x_{0}\right)<\lambda f\left(x_{n}\right)+(1-\lambda) M\left(x_{0}\right)+(1-\lambda) \varepsilon .
$$

Let us take a limit as $n \rightarrow \infty$

$$
f\left(x_{0}\right)<\lambda m\left(x_{0}\right)+(1-\lambda) M\left(x_{0}\right)+\varepsilon .
$$

Taking a limit as $\varepsilon \rightarrow 0$ we are obtaining

$$
f\left(x_{0}\right) \leq m\left(x_{0}\right)
$$

so, we have

$$
m\left(x_{0}\right)=f\left(x_{0}\right)=M\left(x_{0}\right)<\infty .
$$

Let us take an arbitrary $\varepsilon>0$ then there is small $\delta>0$ such that

$$
\begin{array}{r}
m\left(x_{0}\right)-\varepsilon<m_{\delta}\left(x_{0}\right) \leq m\left(x_{0}\right), \\
M\left(x_{0}\right) \leq M_{\delta}\left(x_{0}\right)<M\left(x_{0}\right)+\varepsilon
\end{array}
$$

so, for all $x \in\left(x_{0}-\delta, x_{0}+\delta\right) \cap \Omega$, we have

$$
f\left(x_{0}\right)-\varepsilon \leq f(x) \leq f\left(x_{0}\right)+\varepsilon .
$$

Theorem 1 has been proven.
Let us defined the semi-derivatives of the function.

Definition 2. Let the function $f$ be defined in a neighborhood of the point $x$. If there is the limit

$$
\mathscr{F o}(x)=\lim _{\delta \rightarrow 0} \frac{f(x+\delta)-f(x-\delta)}{2 \delta}
$$

it is called a semi-derivative of the function $f$ in the point $x$.

Definition 3. Let the function $f$ be defined in a neighborhood of the point $x$. If the limit

$$
\mathscr{F} \not(x)=\lim _{\delta \rightarrow 0} \frac{f(x+\delta)-2 f(x)+f(x-\delta)}{\delta^{2}}
$$

exists, it is called a second semi-derivative of the function $f$ in the point $x$.

Theorem 2. If the function $f$ is continuous on the interval $[a, b]$ and $\mathscr{F}^{\circ \prime}(x) \geq 0$ then the function $f$ is convex.

Proof. For $\sigma>0$, let us introduce the function

$$
\begin{aligned}
& \varphi(x)=f(x)-f(a)- \\
& -\frac{f(b)-f(a)}{b-a}(x-a)+\sigma(x-a)(x-b)
\end{aligned}
$$

which is continuous and satisfies boundary conditions $\varphi(a)=\varphi(b)=0$. It is easy to see that $\phi^{\prime \prime}(x)=2 \sigma, \quad x \in(a, b)$.

Let us assume that there is a point $x_{0} \in(a, b) \quad$ such that $\varphi\left(x_{0}\right) \geq 0 \quad$ from $\varphi(a)=\varphi(b)=0$ follows

$$
\frac{\varphi\left(x_{0}+\delta\right)-2 \varphi\left(x_{0}\right)+\varphi\left(x_{0}-\delta\right)}{\delta^{2}} \leq 0
$$

so, we have $\phi^{\prime \prime}\left(x_{0}\right) \leq 0$, however $\phi^{\prime \prime}\left(x_{0}\right)=2 \sigma$. From this contradiction, we are obtaining that $\varphi(x) \leq 0$ for all $x \in(a, b)$.

For all $x \in(a, b)$, we have the inequality

$$
\begin{aligned}
& f(x) \leq f(a)+ \\
& +\frac{f(b)-f(a)}{b-a}(x-a)-\sigma(x-a)(x-b)
\end{aligned}
$$

next, taking the limit as $\sigma$ approaches zero, we have

$$
(b-a)(f(x)-f(a)) \leq(x-a)(f(b)-f(a))
$$

and assuming $x \in[a, b]$, we are obtaining

$$
(b-x) f(a)+(a-b) f(x)+(x-a) f(b) \geq 0
$$

This proves that function $f$ is convex.
Theorem 3. Let there is $\mathscr{F}(x)$ a second semi-derivative of a continuous function $f$ defined on $[a, b]$. If $\mathcal{F}^{\prime \prime}(x)$ is bounded and Lebesgue integrable then the function $f$ can be represented by integral formula

$$
f(x)=\int_{a}^{x} d y \int_{a}^{y} \not f^{\prime}(z) d z+A x+B
$$

The proof of this theorem is fairly straightforward.

Theorem. Assume $f: \Omega \rightarrow \square$ is a twice semi-differentiable then in order function $f$ to convex it is necessary and sufficient that function fot $(x) f 0$ for all $x \in \Omega$.

Proof. This theorem is a consequence of the previous theorem; however, we are going to present its independent proof.

Since $f$ is a convex function we have

$$
f(x+\lambda(y-x)) \leq f(x)+\lambda(f(y)-f(x))
$$

for all $x, y \in \Omega, \quad \lambda \in[0,1]$.
So, for all $\lambda \in[0,1]$, we can write

$$
\lambda(f(y)-f(x)) \geq f(x+\lambda(y-x))-f(x)
$$

and

$$
f(y)-f(x) \geq f \circ(x)(y-x)
$$

Similarly, we have

$$
f(x)-f(y) \geq f^{\prime / O}(y)(x-y)
$$

so

$$
f^{\prime \prime O}(x)(y-x) \leq f(y)-f(x) \leq f / 0(y)(y-x)
$$

and we deduce

$$
0 \leq \frac{\not / 0(y)-\mathscr{F}(x)}{y-x}, \quad x \neq y
$$

Thus, theorem 3 has been proven.

## III. INTEGRAL PROPERTIES OF THE CONVEX FUNCTION

Theorem 4. Let the function $f$ be defined and integrable on the interval $[a, b]$, and $f$ satisfies the integral condition

$$
\frac{2}{y-x} \int_{x}^{y} f(z) d z \leq f(x)+f(y)
$$

for all $x, y \in[a, b], \quad x<y$.

Then the function $f$ is convex on $[a, b]$.
Proof. Assume function $f$ is not convex on $[a, b]$. So, there are $x, y \in[a, b], \quad x<y$ such that

$$
f(\lambda x+(1-\lambda) y)>\lambda f(x)+(1-\lambda) f(y)
$$

for all $\lambda \in(0,1)$.
We have the following inequalities

$$
\begin{aligned}
& \frac{1}{y-x} \int_{x}^{y} f(z) d z=\int_{0}^{1} f(\lambda x+(1-\lambda) y) d \lambda> \\
& >\int_{0}^{1}(\lambda f(x)+(1-\lambda) f(y)) d \lambda= \\
& =\frac{1}{2} f(x)+\frac{1}{2} f(y) .
\end{aligned}
$$

This contradiction is proving that the function $f$ must be convex.

Statement 1. Let the function $f$ be defined and integrable on the interval $[a, b]$, and $f$ satisfies the integral condition

$$
f(x) \leq \frac{1}{2 \delta} \int_{x-\delta}^{x+\delta} f(\lambda) d \lambda
$$

for all $x \in[a, b], \quad \delta>0$.
Then the function $f$ is convex on $[a, b]$.
The proof is obvious.
Next, we are going to study the convex functions as the integrals of monotonous functions.

Theorem 5. Let $\mu$ be an increasing function on $\Omega \subset[a, b]$ then its indefinite integral

$$
\mathscr{M}(\tau)=\int_{[a, \tau] \cap \Omega} \mu(t) d t
$$

## is a convex function.

Proof. Let us assume $\tau_{1}, \tau_{2} \in[a, b] \cap \Omega$ and $\tau_{1}<\tau_{2}$ then

$$
\begin{aligned}
& M^{\mathscr{O}}\left(\tau_{2}\right)-M^{O}\left(\lambda \tau_{1}+(1-\lambda) \tau_{2}\right)= \\
& =\int_{\left[\tau_{1}+(1-\lambda) \tau_{2}, \tau_{2}\right] \cap \Omega} \mu(t) d t \geq \\
& \geq \lambda\left(\tau_{2}-\tau_{1}\right) \mu\left(\lambda \tau_{1}+(1-\lambda) \tau_{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& (1-\lambda)\left(\tau_{2}-\tau_{1}\right) \mu\left(\lambda \tau_{1}+(1-\lambda) \tau_{2}\right) \geq \\
& \geq \int_{\left[\tau_{1}, \lambda \tau_{1}+(1-\lambda) \tau_{2}\right] \cap \Omega} \mu(t) d t= \\
& =M\left(\lambda \tau_{1}+(1-\lambda) \tau_{2}\right)-M\left(\tau_{1}\right)
\end{aligned}
$$

so, we have

$$
\begin{aligned}
& \frac{\mathscr{M}\left(\tau_{2}\right)-M_{0}\left(\lambda \tau_{1}+(1-\lambda) \tau_{2}\right)}{\lambda} \geq \\
& \geq \frac{M_{0}\left(\lambda \tau_{1}+(1-\lambda) \tau_{2}\right)-M^{\mathscr{O}}\left(\tau_{1}\right)}{(1-\lambda)}
\end{aligned}
$$

Theorem 5 has been proven.
Next, we are going to consider a pair of convex functions as the integrals of monotonous function and its inverse.

Let us assume $\mu(t) \eta(s) t, s \in[0,+\infty)$ are monotonous strictly increasing functions and the function $\eta(s)$ is an inverse to $\mu(t)$ and the function $\mu(t)$ is an inverse to $\eta(s)$ such that

$$
s=\mu(t)=\mu(\eta(s)), \quad \mu(0)=0
$$

and

$$
t=\eta(s)=\eta(\mu(t)), \quad \eta(0)=0
$$

We introduce the convex functions

$$
\begin{array}{r}
M^{\mathscr{O}(\tau)}=\int_{0}^{\tau} \mu(t) d t \text { and } \\
\mathcal{F O}^{\prime}(\tau)=\int_{0}^{\tau} \eta(s) d s, \quad \tau \in[0,+\infty) .
\end{array}
$$

There is an integral inequality

$$
\begin{aligned}
& |\langle f, g\rangle| \leq \int_{0}^{\infty} \mu(\lambda) \operatorname{mes}\left\{x \in R^{l}: \quad|f|>\lambda\right\} d \lambda+ \\
& +\int_{0}^{\infty} \mu^{-1}(\lambda) \operatorname{mes}\left\{x \in R^{l}:|g|>\lambda\right\} d \lambda
\end{aligned}
$$

for the arbitrary monotonous strictly increasing function $\mu(t)$ of the real argument $\tau \in[\mathbf{0},+\infty)$.

## Let us consider two important exemplars.

1. Holder inequality. Let us presume that

$$
\mu(t)=t^{p-1}, \quad t \in[0,+\infty), \quad p \geq 2
$$

then

$$
\eta(s)=s^{q}, \quad s \in[0,+\infty), \frac{1}{p}+\frac{1}{q}=1
$$

so we have

$$
M^{\mathscr{O}}(\tau)=\frac{\tau^{p}}{p}, \quad \tau \in[0,+\infty)
$$

and

$$
\mathcal{P}(\tau)=\frac{\tau^{q}}{q}, \quad \tau \in[0,+\infty) .
$$

Then, we have Holder inequality in the form

$$
a b \leq \frac{a^{p}}{p}+\frac{b^{q}}{q}, \quad \frac{1}{p}+\frac{1}{q}=1 .
$$

2. Exponential function. We take function

$$
\mu(t)=\exp (t)-1, \quad t \in[0,+\infty)
$$

then

$$
\eta(s)=\ln (t+1), \quad t \in[0,+\infty)
$$

we obtain

$$
\mathscr{M}(\tau)=\exp (\tau)-\tau-1, \quad \tau \in[0,+\infty)
$$

the complementary function will be

$$
\operatorname{PQ}(\tau)=\tau \ln (\tau+1)+\ln (\tau+1)-\tau, \quad \tau \in[0,+\infty)
$$

Let us assume that $f(x) \equiv f\left(x^{1}, \ldots, x^{l}\right)$ and $g(x) \equiv g\left(x^{1}, \ldots, x^{l}\right), x \in R^{l}, \quad l \in N$ are well define measurable functions such that $\Phi(u) \equiv\langle\mathscr{O}(f)\rangle<\infty$ and $\Upsilon(f) \equiv\langle\mathscr{N}(f)\rangle<\infty$.

Applying properties of Lebesgue integrals, we can write

$$
\langle | f\left\rangle=\int_{0}^{\infty} \operatorname{mes}\left\{x \in R^{l}:|f|>\lambda\right\} d \lambda\right.
$$

and

$$
\left\langle M^{\mathscr{O}}(|f|)\right\rangle=\int_{0}^{\infty} \mu(\lambda) \operatorname{mes}\left\{x \in R^{l}:|f|>\lambda\right\} d \lambda .
$$

Theorem 6. Let $f$ be a real positive integrable function. Then we have that

$$
\left\langle\mathscr{M}^{\mathscr{O}}(f)\right\rangle_{B} \leq \mathscr{N}^{\mathscr{O}}\left(\langle f\rangle_{B}\right)
$$

where the $B$ is a ball with a measure equal to one.
This theorem can be proven directly as a consequence of Jensen's inequality applied to Lebesgue's sums. We are going to prove this theorem using geometrical arguments, let us rewrite the inequality of the theorem as

$$
\begin{aligned}
& \langle\mathscr{M}(f)\rangle_{B}=\int_{0}^{\infty} \mu(\lambda) \operatorname{mes}\{x \in B: \quad f>\lambda\} d \lambda \leq \\
& \left.\leq M_{0}^{\infty}\left(\langle f\rangle_{B}\right)=\int_{0}^{\int_{0}^{\infty} \operatorname{mes}\{x \in B:} \int_{0} \mu \lambda\right\} d \lambda \\
&
\end{aligned}
$$

It is easy to see that the Riemann improper integrals here converge so for any natural numbers $n$ and $i$, we can consider a Riemann partition of the real axis $\lambda[0, n]$ as

$$
0=\lambda_{1}<\lambda_{2}<\ldots<\lambda_{i}=n
$$

the Riemann sums are
$\sum_{k} \mu\left(\lambda_{k+1}\right) \operatorname{mes}\left\{x \in B: \quad f>\lambda_{k+1}\right\}\left(\lambda_{k+1}-\lambda_{k}\right)$ and

$$
\begin{aligned}
& \sum_{k} \operatorname{mes}\left\{x \in B: \quad f>\lambda_{k+1}\right\}\left(\lambda_{k+1}-\lambda_{k}\right) \\
& \int_{0} \mu(t) d t
\end{aligned}
$$

applying strictly monotony of the function $\mu$ we have

$$
\begin{aligned}
& \sum_{k} \mu\left(\lambda_{k+1}\right) \operatorname{mes}\left\{x \in B: \quad f>\lambda_{k+1}\right\}\left(\lambda_{k+1}-\lambda_{k}\right) \leq \\
& \left.\sum_{k}^{\operatorname{mes}\{x \in B:} \quad f>\lambda_{k+1}\right\}\left(\lambda_{k+1}-\lambda_{k}\right) \\
& \leq \iint(t) d t .
\end{aligned}
$$

Passing to the limit as $i \rightarrow \infty$ we obtain

$$
\begin{aligned}
& \int_{0}^{n} \mu(\lambda) \operatorname{mes}\{x \in B: \quad f>\lambda\} d \lambda \leq \\
& \leq \int_{0}^{n} \int_{0}^{n} \operatorname{mes}\{x \in B: f>\lambda\} d \lambda \\
& \leq \int_{0} \mu(t) d t
\end{aligned}
$$

for any natural numbers $n$. Since these integrals are convergent, we can pass to the limit as $n \rightarrow \infty$ and obtain

$$
\begin{aligned}
& \int_{0}^{\infty} \mu(\lambda) \operatorname{mes}\{x \in B: \quad f>\lambda\} d \lambda \leq \\
& \leq \int_{0}^{\infty} \operatorname{mes}\{x \in B: \quad f>\lambda\} d \lambda \\
& \leq \int_{0} \mu(t) d t .
\end{aligned}
$$

Statement. Since the function $\tilde{M}$ is convex there is the following correlation: let us assume that function $f$ is locally integrable and function $\varphi$ is positive and locally integrable then

$$
M\left(\frac{\int_{a}^{\tau} f(t) \varphi(\tau) d \tau}{\int_{a}^{\tau} \varphi(\tau) \tau}\right) \leq \frac{\int_{a}^{\tau} M_{0}(f(t)) \varphi(\tau) d \tau}{\int_{a}^{\tau} \varphi(\tau) \tau}
$$

4. An exemplar of application the convex semi-scale to the integral operator with the singular kernel
Let us consider a class of singular integrals

$$
\begin{aligned}
& T(f)=\langle K(x-\cdot) f(\cdot)\rangle_{\mu}= \\
& =\int_{R^{\prime}} K(x-y) f(y) d \mu(y),
\end{aligned}
$$

where the singular kernel is such that this integral is well defined is the sense of distribution and the measurable function-kernel $K(x, y)$ such that

$$
\left|\left(\frac{\partial}{\partial x}\right)^{\alpha} K(x)\right| \leq A|x|^{-l-\alpha}
$$

for all $x \in R^{l}, \quad x \neq 0, \quad|\alpha| \leq 1$.
In accordance with classical theory, the truncated approximations can be defined as

$$
\begin{aligned}
& T_{\varepsilon}(f)=\left\langle K_{\varepsilon}(x-\cdot) f(\cdot)\right\rangle_{\mu}= \\
& =\int_{R^{i}} K_{\varepsilon}(x-y) f(y) d \mu(y),
\end{aligned}
$$

where $\quad K_{\varepsilon}(x)=K(x)$ if $|x| \geq \varepsilon$ and $K_{\varepsilon}(x)=\mathbf{0}$ if $|x|<\varepsilon$. The function $T_{\varepsilon}(f)$ is continuous for all $f \in L^{1}$.

The maximal operator can be defined as

$$
T_{M}(f(x))=\sup _{\varepsilon>0}\left|T_{\varepsilon}(f(x))\right|
$$

under the condition: there is constant $C$ such that

$$
|T(f(x))| \leq\left|T_{M}(f(x))\right|+C|f(x)|
$$

Since the set
$O=\left\{x: \quad T_{M}(f(x))=\sup _{\varepsilon>0}\left|T_{\varepsilon}(f(x))\right|>B C\right\} \quad$ is open so we can apply Whitney covering lemma, obtain $O=\bigcup Q_{i}$. Let us consider one of these cubes $\hat{Q}$ with a diameter $d$. According to Whitney covering decomposition, we can find a point $\hat{x} \in{ }^{C} O$ such that $\operatorname{dist}(\hat{x}, O) \leq 4 d$, the ball $B=B(\hat{x}, 6 d)$ so we have $\hat{Q} \subset B$.

It has to be shown that
$\operatorname{mes}\left\{x \in Q: T_{M}(f(x))>\alpha \wedge M(f(x)) \leq c \alpha\right\} \leq$ $\leq \frac{A C}{1-b}$ mes $Q$
holds for all cubes
The function $f$ can be presented as the sum $f=f_{1}+f_{2}$, where

$$
f_{1}=\left\{\begin{array}{cc}
f & x \in B \\
0 & x \in{ }^{C} B
\end{array}\right.
$$

and

$$
f_{\mathbf{1}}=\left\{\begin{array}{lc}
0 & x \in B \\
f & x \in{ }^{C} B .
\end{array}\right.
$$

So, we have

$$
T_{M}(f) \leq T_{M}\left(f_{1}\right)+T_{M}\left(f_{2}\right)
$$

and

$$
\left\{T_{M}(f)>\alpha\right\} \subset\left\{T_{M}\left(f_{1}\right)>b_{1} \alpha\right\} \cup\left\{T_{M}\left(f_{2}\right)>b_{2} \alpha\right\}
$$

for $b_{1}+b_{2}=1$.
Since, for $f \in L^{1}$, we have

$$
\operatorname{mes}\left\{x \in R^{l}: T_{M} f(x)>\alpha\right\} \leq \frac{A}{\alpha}\langle | f| \rangle
$$

then

$$
\operatorname{mes}\left\{x \in Q: T_{M} f_{1}(x)>\alpha b_{1}\right\} \leq \frac{A}{\alpha b_{1}}\langle | f_{1}| \rangle
$$

and

$$
\langle | f_{1}| \rangle \leq \operatorname{AC\alpha mes}(Q)
$$

so
$\operatorname{mes}\left\{x \in Q: T_{M} f_{1}(x)>\alpha b_{1}\right\} \leq \frac{A C}{b_{1}} \operatorname{mes}(Q)$.
If $\quad x \in Q, \quad y \in{ }^{C} B \quad$ and ${ }^{C} B \subset\{y:|y-\hat{y}| \geq d\}$ then

$$
\left|K_{\varepsilon}(\hat{x}-y)-K_{\varepsilon}(x-y)\right| \leq \frac{d A}{|y-\hat{y}|^{l+1}}
$$

and we obtain

$$
\begin{aligned}
& d A\left\langle\frac{|f(\cdot)|}{|\cdot-\hat{y}|^{l+1}}\right\rangle_{|-\hat{-}| \geq d}= \\
= & d A\left\langle\frac{|f(\hat{y}-\cdot)|}{|\cdot|^{l+1}}\right\rangle_{|y| \mid d d}= \\
= & \sum_{i} d A\left\langle\frac{|f(\hat{y}-\cdot)|}{|\cdot|^{l+1}}\right\rangle_{2^{i} d \leq| |<2^{i+1} d} \leq \\
\leq & A \sum_{i} 2^{-i} M(f(\hat{y}))
\end{aligned}
$$

so

$$
\left|T_{M}\left(f_{2}(\hat{x})\right)-T_{M}\left(f_{1}(x)\right)\right| \leq A M(f(\hat{y}))
$$

for all $x \in Q$. Taking a supremum over $\varepsilon$, we are obtaining

$$
T_{M}\left(f_{2}(x)\right)-T_{M}(f(\hat{x})) \leq A M(f(\hat{y})) \leq \alpha(b+C A)
$$

for $x \in Q$. Assuming that $b_{2} \geq b+C A$, we have that always $T_{M}\left(f_{2}(x)\right)<\alpha b_{2}$.

For $b_{1}=\frac{1-b}{2}, \quad b_{2}=1-b, \quad 0<b<1$ and $b_{2} \geq b+C A$, we have

$$
\begin{aligned}
& T(f)=\langle K(x-\cdot) f(\cdot)\rangle_{\mu}= \\
& =\int_{R^{l}} K(x-y) f(y) d \mu(y)
\end{aligned}
$$

where the singular kernel is such that this integral is well defined and the measurable function-kernel

$$
\begin{aligned}
& \text { mes }\left\{x \in R^{l}: T_{M} f(x)>\alpha, M(f(x)) \leq C \alpha\right\} \leq \frac{A K(x, y)}{1-b} \text { mes }\left\{\begin{array}{l}
\text { such that } \\
x \in R
\end{array}\left|\left(\frac{T_{M} f(x)>\alpha b}{\partial x}\right)^{K} K(x)\right| \leq A|x|^{-l-\alpha}\right. \\
& \alpha>0 .
\end{aligned}
$$

for all $\alpha>0$.
Now, we are going to prove that assuming $\omega \in A_{\mathscr{M}}$ then there is $0<\mathscr{Q} \ll 1$ such that there is $C>0$

$$
\begin{aligned}
& \omega\left\{x \in R^{l}: T_{M} f(x)>\alpha, M(f(x)) \leq C \alpha\right\} \leq \\
& \leq \mathscr{A} \omega\left\{x \in R^{l}: T_{M} f(x)>\alpha b\right\}
\end{aligned}
$$

holds for $0<b<1$, for all $\alpha>0$.
Indeed, let us take $C$ small enough so that $\omega\left\{x \in Q: T_{M} f(x)>\alpha, M(f(x)) \leq C \alpha\right\} \leq \breve{C} \omega\{Q\}$
and summing over all cubes we obtain

$$
\begin{aligned}
& \omega\left\{x \in \bigcup Q_{i}: T_{M} f(x)>\alpha, M(f(x)) \leq C \alpha\right\} \leq \\
& \leq \breve{C} \omega\left\{x \in \bigcup Q_{i}: T_{M} f(x)>\alpha b\right\}
\end{aligned}
$$

that proves our statement.

$$
\text { Assuming } \quad f \neq 0 \quad \text { gives }
$$

$M(f(x)) \geq \frac{c}{(1+|x|)^{n}}$ and for all smooth function, we have inequality

$$
\left|T_{M}(f(x))\right| \leq \frac{A}{(1+|x|)^{n}}
$$

Every function such that $\langle\tilde{M}(|f| \omega)\rangle<\infty$ can be approximated by elements of $C_{0}^{\infty}$, more precisely, for every function $f, \quad\left\langle M^{\circ}(|f| \omega)\right\rangle<\infty$ and any $\varepsilon>0$ there is a sequence of functions $\phi_{k} \in C_{\mathbf{0}}^{\infty}, \quad k \in N$ and there is a natural number $k_{0}(\varepsilon)$ such that

$$
\left\langle\mathscr{M}\left(\left|f-\phi_{k}\right| \omega\right)\right\rangle<\varepsilon
$$

for every $k>k_{\mathbf{0}}$. The application of this fact concludes the proving of the following theorem.

Theorem 7. Assume that
for all $x \in R^{l}, \quad x \neq 0, \quad|\alpha| \leq 1$. The maximal operator $T_{M}(f(x))$ satisfies the condition:

$$
|T(f(x))| \leq\left|T_{M}(f(x))\right|+|f(x)|
$$

## Then the integral estimation

$$
\left\langle M_{0}(|T(f)|)\right\rangle_{\mu} \leq A\left\langle M_{\mathscr{O}}(|f|)\right\rangle_{\mu}
$$

holds for all smooth continuous functions $f \in C_{0}^{\infty}$ with bounded support.
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